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Methodology: 

A series of modeling steps were carried out to analyze the effects of emissions control 
measures. These are schematically illustrated in Fig. S1, with details given in the sections below. 
Additional background on the methods used in the UNEP/WMO Integrated Assessment of Black 
Carbon and Tropospheric Ozone (1) can be found in chapters 4 and 5 of that work. This SOM 
draws on that material, written by the same authors, for sections where the methods overlap, 
though other sections such as the ‘Climate Simulations’ section are exclusive to this SOM. 

 
 

Emissions: 
Emissions estimates were developed using the GAINS (Greenhouse gas – Air Pollution 

Interactions and Synergies) model, developed by the International Institute for Applied Systems 
Analysis (IIASA). This model is a successor to the RAINS model (2), incorporating the latest 
scientific understanding of air pollution, and has been extended to cover mitigation of 
greenhouse gases. GAINS brings together information on current and future economic, energy 
and agricultural development, emission control potentials and costs, atmospheric dispersion and 
environmental sensitivities towards air pollution (3). These impacts are considered in a multi-
pollutant context, quantifying the contributions of SO2, NOx, NH3, NMVOC, and emissions of 
primary particulate matter, discriminating between fine and coarse particles as well as black 
carbon (BC) and organic carbon (OC). GAINS also accounts for emissions of the six 
greenhouse gases that are included in the Kyoto protocol, i.e., CO2, CH4, N2O, and the three F-
gases. The GAINS model is implemented as an interactive web-based tool and is freely 
available over the Internet (http://gains.iiasa.ac.at). 

The GAINS model has been applied to support international negotiations and discussion 
on the cost-effectiveness of alternative emission control strategies and distributional aspects of 
involved economic burdens and environmental benefits (e.g. (4-7)), including most recently 
climate and air quality policy co-benefits. In our current analysis, the application of GAINS has 
been limited to estimation of baseline emissions, analysis of abatement potential of measures 
addressing primarily short-lived climate forcers, and calculating a set of control scenarios 
applying a subset of selected measures. GAINS includes ~1650 measures with different 
individual impacts on emissions which can be grouped into ~400 broader categories of 
measures such as those used here (e.g. EUROVI on diesel cars, on light duty trucks, and on 
heavy duty trucks have distinct effects on emissions but can all be categorized as part of a diesel 
vehicle measure). 



 
 

The fourteen specific measures identified by IIASA, using the net GWP reduction 
achieved as the sole selection criterion, are shown in Table S1, while the resulting emissions 
changes are shown in Figure S2. Though the 100-year GWP metric was chosen as the selection 
criterion for the measures, since CO2 emissions were largely unaffected, and hence the 
compounds that were altered were all comparatively short-lived, using another time horizon 
such as 20 or 50 years would have little impact, as all GWP values would change similarly. We 
point out that the measures were not selected to be the ones that have the greatest impact on 
regional climate in any particular location, nor do they cause the greatest improvements in 
regional air quality. We also note that the relative cost of implementing the measures was not 
considered in the selection of measures, nor was the relative difficulty of implementation. Of 
course, the costs of implementing the measures were considered afterwards, as discussed in the 
main text. The feasibility of implementing the measures worldwide depends on society’s 
motivation to do so, which will in part be governed by estimates of the measures’ impacts such 
as those provided here. All the measures are inherently quite feasible to implement since they 
rely on existing, demonstrated technology (unlike the assumptions in many emissions 
scenarios). Finally, we point out that in the UNEP/WMO assessment, two additional BC 
measures were included in part of the analysis, but these are not addressed here, as these were 
not included in the global composition-climate modeling done by both groups. For both the 
reference case and the impacts of the measures, regional or national emission changes were 
mapped onto a worldwide grid using the spatial distribution by emission activity from the 
EDGAR database (8). Note that changes in methane emissions under the IEA’s ‘450 CO2-
equivalent’ scenario were purposely not included so as to avoid double counting when creating 
the combined CO2 plus methane and BC measures scenario. Thus the total warming mitigation 
achieved by the IEA 450 CO2-equivalent scenario would be somewhat greater than the CO2 
portion shown here. The impact of adding the IEA’s methane measures on near-term climate is 
much less than that of the methane measures scenario examined here, however, as we consider 
both larger and more rapid methane emissions reductions. Note that within the combined oil 
and gas production sector, measures controlling emissions from oil production have about 5 
times the global effect of measures on gas production. 
•  We assumed that emissions controls were implemented everywhere in the world to the 
maximum extent technology allows, in general. Hence they represent the maximum probable 
impact of those technologies. However, the measures do not encompass the full range of 
emissions reductions that could be achieved by large-scale societal changes such as shifting to 
electric vehicles (e.g. (9)). Nor do they encompass more fundamental changes such as from 
private vehicles to electrified public transportation, from trucks to electrified rail for cargo (in 
both cases assuming electricity is derived from clean sources), enhanced standards, for example 
fuel economy, or dramatically greater use of renewables rather than fossil fuels, including natural 
gas (e.g. (10). Hence further work could usefully characterize the choices available to policy 
makers in particular regions based on these various other considerations aside from mitigation of 
global climate change through technical measures, and could quite reasonably come up with 
mitigation potential substantially larger than that found here. 
 
 
Composition-Climate Models: 

The GISS model for Physical Understanding of Composition-Climate INteractions and 
Impacts (GISS-PUCCINI) incorporates gas-phase (11), sulfate (12), black carbon (13), nitrate 



 
 

(14) and secondary organic (15) aerosol chemistry within the GISS ModelE general circulation 
model (16). The chemistry scheme is quite similar to that documented previously, with the most 
notable additions being that acetone has been added to the hydrocarbons included in the model 
and a reaction pathway for HO2 + NO to yield HNO3 has been added (17). The scheme now 
includes 156 chemical reactions among 50 species. Evaluations of the present-day composition 
in the model against observations are generally quite reasonable (as documented in the 
references given above as well as in, for example, (18, 19). The aerosol optical depths and 
radiative forcing per unit burden change in this model have been discussed and compared with 
other models and available satellite observations previously (18, 20, 21), with some additional 
evaluation for the current configuration in the UNEP/WMO Assessment. 

For these simulations, we have used the development version of the model near its 
“frozen” state for AR5 simulations. The model has a horizontal resolution of 2° latitude by 2.5° 
longitude, with increased effective resolution for tracers due to carrying higher order moments at 
each grid box. This configuration had 40 vertical hybrid sigma layers from the surface to 0.1 
hPa. Tracer transport uses a non-diffusive quadratic upstream scheme (22). Prescribed ocean 
simulations were performed using observed 2000-era sea-surface temperatures (23), with most 
runs extended for twenty years. 

ECHAM5-HAMMOZ is a fully coupled photochemistry-aerosol-climate model, 
composed of the general circulation model (GCM) ECHAM5, the tropospheric chemistry 
module MOZ, and the aerosol module HAM. The ECHAM5-HAMMOZ model is described in 
detail in (24). ECHAM5 is a GCM developed at the Max Planck Institute for Meteorology (25, 
26). In this study a T42 resolution was used, corresponding to an Eulerian resolution of ca. 
2.8ºx2.8º degrees, with 31 vertical levels from the surface up to 10 hPa and a time resolution for 
dynamics and chemistry of 20 minutes. The transport scheme is from (27). The radiative transfer 
calculation considers vertical profiles of the greenhouse gases (e.g., CO2, O3, CH4), aerosols, as 
well as the cloud water and ice. 

The chemical scheme has been adopted from the MOZART-2 model (28), and includes 
63 transported tracers and 168 reactions to represent the NOx-HOx-hydrocarbons chemistry. The 
sulfur chemistry described by (29) includes oxidation of SO2 by OH and DMS oxidation by OH 
and NO3. The aerosols are described by log-normal modes and are composed of sulfate, organic 
and black carbon, mineral dust, and sea salt (30, 31). The biogenic monoterpene emissions of 
(32) are scaled by the factor 0.15 to estimate the production of Secondary Organic Aerosol 
(SOA) from biogenic sources following (33), SOA is then injected in the atmosphere as primary 
organic aerosol.  

The model has been extensively evaluated in previous studies (24, 30, 34) with 
comparisons to several measurements and to other model results. In this project the large-scale 
meteorology is constrained to the year 2000, nudging the temperature, surface pressure, vorticity 
and divergence to the ECMWF (European Centre for Medium Weather Forecast) ERA40 
reanalysis data. 
 
 
Forcing estimates: 

Emissions scenarios were used in the GISS and ECHAM models, full three-dimensional 
climate models, to determine the changes in atmospheric composition and the radiative forcing 
under the scenarios. We make use of the radiative forcing calculated by the two models used 
here, but those results were scaled according to the best estimates determined from the literature 



 
 

assessment. Hence the values from the specific models are used as inputs to the analytic 
temperature projections, but the results are unlikely to be sensitive to potential systematic biases 
in the models (e.g. the direct forcing from BC being on the low end of the range) due to the 
scaling to the literature range. The scaling furthermore provides an uncertainty range on the 
temperature projections that is far more representative of the current state of knowledge than 
would be results from two models. 

Ozone forcing and direct forcings for aerosols were calculated internally within the climate 
models. The two models produced very similar values for aerosols (within 10%), with somewhat 
larger differences of 30-50% for ozone in response to the BC measures (Table 1, main text). This 
suggests that in polluted regions, differences in the background amounts of NOx or hydrocarbons 
in the two models substantially influence the ozone concentration and forcing response to 
emissions mitigation for CO, NOx or hydrocarbons. Forcing from nitrate aerosols is based only 
on the GISS model as ECHAM did not simulate these aerosols, but this is a very small 
component of aerosol forcing (global mean .01 W/m2 or less for the 2030 reference versus 2005 
or for any of the 2030 measures versus reference). 

The forcing due to methane concentration changes was calculated using the standard IPCC 
TAR formulation (35), with the concentrations themselves computed internally within the 
models. Methane concentrations thus respond to changes in oxidants, which control the methane 
removal rate, as well as changes in emissions of methane itself. Oxidant changes play a role in 
the methane forcing. Methane has a well known positive feedback on its own lifetime (36), so 
that the methane emission reductions in the CH4 measures scenario lead to a shorter lifetime. In 
the GISS model, the methane residence time decreases from 11.0 years in the 2030 reference 
case to 9.6 years in the CH4 measures scenario (versus 10.6 years in 2005). This suggests that the 
methane feedback on its own lifetime makes a substantial contribution to the -.20 W/m2 methane 
forcing in that scenario. The residence time is unchanged adding in the BC Tech measures, but 
increases back up to 10.2 years in the CH4 + all BC measures scenario. This indicates that the 
changes in emissions due to the BC Tech measures have little net global effect on methane 
oxidation rates, but that changes in emissions that affect oxidation capacity (primarily NOx & 
CO) under the BC Reg measures reduce tropospheric oxidation capacity and cause the resulting 
increase in methane forcing of .02 W/m2. Available ECHAM values are similar, with a methane 
residence time of 10.4 years in 2005 that increases to 11.1 years in the 2030 reference case, and 
nearly identical methane forcings in the various scenarios (-.22 W/m2 for the CH4 measures, zero 
for the BC Tech measures, and .02 W/m2 for the BC Reg measures; Table 1), so that these results 
appear quite robust. 

As aerosol indirect effects (AIE) have very high uncertainties (e.g. (37)) and are difficult to 
diagnose in climate models, we avoid using results from the pair of models run for this 
assessment. We instead include an estimate of AIE based on the range of values given in the 
literature. For scattering aerosols, we use the assumption that they are equal to the direct effect 
from sulfate aerosols. While there are many studies showing substantial AIE for sulfate aerosols 
(as many early simulations included only sulfate aerosols), we were unable to find any 
publications isolating AIE attributable to other scattering aerosol species. In the absence of any 
quantification of AIE due to OC or nitrate, we assigned the full scattering aerosol AIE to sulfate. 
Dominance of sulfate in AIE is consistent with its greater solubility and mass relative to 
carbonaceous or nitrate aerosols, but we caution that apportionment of AIE to individual aerosol 
species is not well constrained and requires further study. Note that a minimal value of AIE due 
to OC is consistent with the results from explicit modeling using the GISS-E2 model (see main 



 
 

text). Calculations based on detailed modeling and observations suggest that the ratio of AIE to 
direct sulfate RF is 1.5 to 2.0 (38), but we use a lower value of 1.0 as recent analyses based on 
satellite data suggest that at least a portion of the AIE may in fact be fairly weak (39) and that 
adjustments to cloud liquid water path may offset changes in particle size (40), and models that 
now include aerosol effects on mixed-phase clouds tend to show smaller indirect forcings than 
earlier models (41). Use of the higher 1.5 or 2.0 ratios would have minimal influence on our 
calculations of the forcing due to the measures investigated here, as these have little effect on 
sulfate. We include an uncertainty of 66% on the reflective aerosols nitrate and sulfate, for the 
latter both on the direct and indirect effects (for nitrate assuming their impact is only direct 
effects), based on a recent assessment (41).  

As discussed in depth in the UNEP/WMO Assessment’s Chapter 3, there is a wide range of 
results in the literature for both the direct forcing by BC and for the many indirect effects of BC. 
Following the discussion there, all the forcing results are scaled to a range of 0.3 to 0.6 W/m2 as 
the most probable range for the preindustrial to present-day direct forcing (e.g. (21, 42-44)), with 
the central value simply the midpoint of this range. Hence the effect of measures are the direct 
BC forcings calculated in the GISS model, for example, scaled by 0.45/0.32 to get the central 
estimate of direct forcing from BC and by 0.3/0.32 and 0.6/0.32 to get the lower and upper 
bounds (the 0.32 is the preindustrial to present-day forcing in the GISS model). Note that the 
positive scaling for even the central estimate is consistent with the underestimate of AAOD in 
the model in some regions, as in most models (Table S2). Again based on assessed studies, 
including (45-48), we assume the combined effect of the semi-direct and indirect effects of BC is 
from -0.4 to +0.4 W/m2 from preindustrial to present, and hence add an uncertainty of ±0.4/0.32 
times the direct forcing calculated in our model. We include BC’s effect on snow and ice albedo 
(49) as an ‘effective forcing’ 5 times the instantaneous value and hence equal to 0.05 to 0.25 
W/m2 preindustrial to present (50, 51). In this case, rather than base this on the direct forcing, we 
use the change in BC deposition calculated in the GISS simulations relative to the preindustrial 
to present-day BC deposition change (the latter was not available for ECHAM, but the 
deposition changes for other scenarios are quite similar in the two models). Finally, given that 
there are constraints on the total aerosol forcing, we limit the scalings applied to BC’s direct 
forcing so that the total value cannot exceed 1 W/m2 based on evidence for a substantial negative 
net aerosol forcing from a variety of observational and modeling studies (39, 41, 52-56). 

For consistency in the treatment of different pollutants, we adopt a similar methodology for 
organic carbon, scaling GISS results, for example, by -0.20/-0.095 for the central estimate, and -
0.09/-0.095 and -0.31/-0.095 for the bounds. For ozone, we scale by 0.35/0.27 for the central 
estimate, and 0.25/0.27 and 0.45/0.27 for the bounds. These ranges are again based on the 
evaluations in Chapter 3. This provides a consistent framework for evaluation of the key species 
involved in our measures other than methane (see below for details on methane). No adjustments 
were applied to sulfate or nitrate forcings, as these were very similar to the central range from the 
IPCC AR4 at -0.29 W/m2 and -0.10 W/m2, respectively (GISS model). We assume that aerosol 
forcings are not independent given constraints on their total, and hence sum these based on their 
absolute value to obtain upper and lower bounds. The total aerosol forcing and all other forcing 
uncertainties are assumed to be independent, so the larger values and the smaller values are 
summed separately to derive upper and lower bounds (we do not sum in quadrature as we do not 
know the probability distribution within the ranges and we believe that summation in quadrature 
would produce unrealistically small uncertainties). The process and results of these calibrated 
forcing estimates are presented in Table S3. Note that the values in the fully interactive GISS 



 
 

model simulation (Table 1 in main text) are within the uncertainty ranges of the forcings 
obtained with these estimates. The indirect plus semi-direct forcing of aerosols is substantially 
larger than the central value of these estimates, however. Furthermore, it is not closely correlated 
with the direct forcings, indicating that estimates of indirect effects based on proportionality to 
direct effects must be treated with great caution. 

The response to CO2 emissions was calculated using impulse response functions derived 
from the Bern Carbon Cycle Model (57) based on the version used in the IPCC TAR. 
Exponential fits to those functions are used to calculate the CO2 concentration at a given year 
resulting from all emissions in prior years. This approach is limited compared with a more 
sophisticated carbon cycle model, especially in the latter part of the 21st century when CO2 levels 
become substantially larger in some scenarios and could induce additional feedbacks. Historical 
emissions of CO2 are taken from the Carbon Dioxide Information Analysis Center database (58). 
CO2 emissions for both the reference and Climate 450 scenarios are from IIASA/GAINS through 
2030, and are extrapolated thereafter to 2070 following the IEA 450 scenario (from 2030-2050, 
for example, CO2 emissions increase by ~12 Gt per year in the reference scenario but decrease 
by ~16 Gt per year under the 450 scenario). We also perform an offline calculation of the 
methane response to changes in methane emissions over time using an analogous model but with 
a single impulse-response function that uses the methane lifetime. Emissions under the reference 
or Climate 450 scenarios were used along with the lifetime calculated for those scenarios in the 
full global composition model (emissions after 2030 are assumed to be constant). For other 
scenarios, the difference between the average year 15-19 methane abundance simulated in the 
full composition model and the baseline model was linearly imposed upon the baseline 
concentration trends between 2005 and 2040 (as the bulk of the response to emissions changes 
through 2030 would have been realized given a decade or more response time). Radiative forcing 
from CO2 and methane are calculated using the standard IPCC TAR formulation (35), with an 
uncertainty of 10% for the radiative effect of each as in previous studies (e.g. (43) plus additional 
uncertainties of 1% for the methane response to OH changes (36) and 5% for CO2 to account for 
carbon-cycle feedbacks. All values are instantaneous forcings at the tropopause. 

Finally, to facilitate comparison with studies that have presented preindustrial to present-day 
changes, we report some aspects of the BC simulations of changes over this time in the GISS 
simulations. Emissions changes were 5.00 Tg BC yr-1, which lead to an increased load of .17 mg 
m-2. The lifetime of this increased BC was 6.4 d, and the resulting global mean BC AAOD was 
.00113, implying a mass absorption coefficient of 6.6 m2 g-1. This led to the BC direct radiative 
forcing of 0.32 W m-2 given above, which was then scaled to 0.45 W m-2 for the industrial period 
(implying a similarly adjusted load or AAOD). 
 
 
Analytic temperature change estimates: 

We estimate the surface temperature response to the calculated radiative forcings following 
the methodology used in calculation of global temperature potentials (59). This is further 
extended to regional temperatures following the method described in (60). In essence, we obtain 
a rough approximation of global and regional responses by multiplying the calculated RF by the 
global or regional transient sensitivity and, accounting for ocean inertia by including a tapering 
influence of forcing during the prior 20 years (based on a fit to the prior model runs). While 
many simple global energy balance models exist, our calculations allow estimation of regional 



 
 

responses including the influence of both local and remote forcings using the results of (55) and 
the spatial patterns of forcing calculated here. 

In our calculations, the surface temperature change in area a between time 0 and time t is 
given by: 

 
dTa(t) = ∫0t ((kSHext,a*FSHext(t’) + kTropics,a *FTropics(t’) + kNHml,a *FNHml(t’) + kArctic,a 

*FArctic(t’))/kGlobal,a)*ƒ(t-t’) dt’ 
 
where Farea is the radiative forcing in the particular area (NHml is Northern Hemisphere mid-
latitudes, SHext is Southern Hemisphere extratropics), and the kx,a’s are the response coefficients 
giving temperature response in area a to forcing in area x (55) (Table S4). The first term in the 
integral represents the RF weighted by regional sensitivities while the second term, ƒ(t), 
describes the climate system’s inertial response. The latter is defined as: 
 

f(t) = 0.541/8.4 exp(-t/8.4) + 0.368/409.5 exp(-t/409.5) 
 

where t is the time in years and the two exponentials represent the relatively rapid response 
of the land and upper ocean and the slower response of the deep ocean based on exponential fits 
to the response in simulations with the Hadley Centre climate model (61, 62), with absolute 
responses scaled by 0.857 to match the transient climate sensitivity of the GISS model (0.53 C 
per W/m2 for increasing greenhouse gases) for consistency with the other model results used here 
(and as the sensitivity in the simulations used to derive the responses was high even compared 
with standard Hadley Centre simulations).  

We note that the climate system’s response to different forcing agents is not identical. In 
particular, some forcing agents such as BC have a substantially different efficacy than CO2 (43, 
63). Such variations in efficacy arise partially because of the inhomogeneous distribution of 
forcings (55), which is accounted for in our use of regional temperature potentials. In the case of 
BC, much of the divergence appears to be related to its strong semi-direct effect, which is not 
included in traditional definitions of radiative forcing used in calculating efficacies. As the semi-
direct effect is explicitly included in our analysis, the efficacies for the various forcing agents are 
likely to be fairly uniform, though they would in fact contribute slightly to uncertainty in the 
climate response. Although such uncertainty is not included here, the prior studies of efficacy, 
suggest that any residual non-uniformity would be minor, given that we account for two of the 
largest sources of non-uniformity, and certainly small in comparison with the uncertainty in the 
overall climate sensitivity (+50%/-33%), which is included in our calculations. Feedbacks of 
climate change on atmospheric composition, and hence radiative forcing, are also not included in 
our analysis. However, these have generally been small in prior studies in comparison with the 
effects of emissions changes (e.g. (64)).   

Historical forcing is based solely on CO2 emissions as forcing from CO2 alone is 
approximately equal to the net forcing to date (43), so that the inertial response to historical CO2 
forcing provides a good estimate for the total inertial climate response. Forcings for aerosols and 
ozone were linearly interpolated between 2010 and 2030. We assumed that these forcings 
remained constant after 2030 in these temperature response calculations. Methane emissions also 
remained constant after 2030, though methane concentration continued to evolve. Carbon 
dioxide emissions were linearly extrapolated past 2030, increasing at 1.53% per year in the 
reference scenario and decreasing by 0.84% per year under the low-carbon scenario. Calculations 



 
 

were performed for each latitude band and for the global mean. Uncertainties were derived by 
adding the forcing uncertainty in quadrature with the uncertainty in climate sensitivity, where for 
the latter we use the 2 to 4.5 C range about a central estimate of 3 C for a doubling of CO2 given 
in (65) and deemed there to represent the 67% confidence interval for climate sensitivity 
(corresponding to a transient climate response of 1.3 to 3 C for a doubling of CO2). In cases with 
large forcing from BC, uncertainties may be even larger as the surface temperature response per 
unit radiative forcing can vary substantially depending on the vertical profile of the BC (63). 

Regional estimates of temperature change from climate models are not reliable in many 
cases. Hence we base our estimates of the regional temperature response to the measures 
analyzed here on the regional temperature changes calculated for each latitude band. We first 
multiplied the temperature changes by the ratio of land area versus the total latitude band change 
seen in observations (66) to account for the more rapid response of land to forcing. For each 
region, we then averaged the temperature changes by latitude band weighting the result by the 
land area of that region within each band. 

The uncertainty in the temperature responses comes from the underlying radiative forcing, 
the difference between the ECHAM and GISS models, and the climate sensitivity. Note that we 
do not include any uncertainties in the emissions changes brought about by the measures, though 
these may be substantial as base emission inventories themselves vary greatly (67). 

An example of the application of the analytic temperature change calculations is the effect 
of a delay in implementation of the measures. Phasing in the measures 20 years later than 
examined in the full climate simulations or the primary analytic estimates results in a 
commensurate delay in the climate mitigation, but has very little effect on long-term climate 
(Figure S3). This highlights how the timing of emissions reductions of short-lived climate forcers 
is important for near-term climate, but that provided such controls are eventually put into place 
has little effect on long-term climate. Such a result emphasizes the distinct nature of near-term 
and long-term climate change and the distinct mitigation actions needed to affect the two 
timescales.   
 
 
Climate Simulations: 

Climate simulations were performed with the GISS-E2-S model, the full atmospheric 
GISS-E2 model (including chemistry and aerosols) coupled to a mixed-layer or ‘slab’ ocean. 
These include equilibrium calculations for the 2030 reference case and for the 2030 methane + 
all BC measures case. These simulations were run for 50 years, with analyses of the last 20. Two 
additional calculations were performed with the same emissions but using fixed sea-surface 
temperatures and sea ice coverage to diagnose the forcing from cloud and albedo changes. The 
only difference between these latter two runs was thus the emissions of aerosol (and ozone) 
precursors, and hence the changes in BC deposition and cloud cover can be attributed to the 
aerosols (rather than to factors such as climate feedbacks). These runs were also performed for 
50 years. The results of those simulations are compared with results from the same model in a 
simulation driven solely by changing greenhouse gas (CO2) concentrations. This serves as an 
analogue for the response to the methane measures, which cause globally quasi-uniform forcing 
by altering greenhouse gases (methane and ozone, with the latter having worldwide changes 
since it is responding to global methane changes). The response to doubled CO2 changes is 
normalized by the ratio of the forcing (-0.32 W/m2) seen in the GISS methane measures 



 
 

simulations with doubled CO2 forcing. It would be useful to verify the assumed linearity of the 
response to greenhouse gas forcing. 

Regional results in the mixed-layer climate model runs showed the Northern Hemisphere 
extratropics warming by 0.70±0.12ºC (0.61±0.14ºC from 30ºN-60ºN and 0.93±0.26ºC from 
60ºN-90ºN) in response to the CH4 and BC measures, in good agreement with the warming of 
0.73±0.4ºC using the analytic equations and forcings from the composition models calibrated to 
the literature (0.73±.29/.51ºC from 30ºN-60ºN and 0.72±.49/57ºC from 60ºN-90ºN). The climate 
model shows more warming at high Southern latitudes, however, where results from the mixed-
layer ocean model likely overestimate responses by not allowing oceanic current changes that 
would tend to reduce local maxima in warming in the Southern Ocean (Figure 2, main text). 
Comparison of the -0.54ºC global mean equilibrium response in the coupled model with -0.77 
W/m2 global mean forcing (Table 1, main text) gives a climate sensitivity of 0.70ºC per W/m2, a 
value in good agreement with the range inferred from paleoclimate data, recent climate change, 
and modeling (65). National scale results from the climate model simulations were shown in 
Figure 4, and numerical values for the countries with largest impacts are presented in Table S5 
(along with the other impacts shown in Figure 4). 

As noted in the main text, the two models used to evaluate forcing have reasonably good 
representations of present-day atmospheric forcing in comparison with a semi-empirical estimate 
(56) (Figure S4). An alternative geographical presentation of the atmospheric forcing data is 
given in Figure S5 (along with other impacts shown in Figure 4). 

 
 

Agricultural Impacts: 

Ozone-related crop yield changes were calculated for wheat, rice, maize and soybeans 
following (68). The ozone exposure indicator used was the seasonal mean daytime ozone 
concentration, indicated as M7 for the 7 h mean (09:00–15:59) or M12 for the 12 h mean (08:00–
19:59), depending on which had been reported for the particular crop. These metrics were 
calculated for the crop-specific growing season (with a standard duration of 3 months) depending 
on location. The methodology for the definition of the growing season makes use of multiple 
data sources, including temperature data, reports describing the growing season for major crops, 
and location of different climate zones, as described in (68). 

We note that the concentration-response relationships are ‘pooled’ based on a variety of 
cultivars that are grown in the US and Europe. They are considered to reliably represent the 
average response of the commonly grown cultivar population on national or regional level in 
those regions. Small-scale individual studies indicate that Asian cultivars for winter wheat and 
rice are equally or more sensitive to ozone damage than the US cultivars (69), hence our results 
applying the US-derived exposure–response relationship are likely to be on the conservative 
side. 

As described in more detail in (68), the spatial distribution of crops and their production 
numbers are calculated on a 1°x1° grid resolution, based on crop suitability indices for each of 
the crops considered. Crop suitability grid maps are taken from (70). In particular, national 
production numbers (obtained from the FAO) are distributed over 'suitable' crop production grid 
cells with a weight defined by the appropriate crop suitability index. The ozone metrics are 
calculated for each grid cell, hence crop production loss is obtained at grid cell resolution, and 
afterwards aggregated to national totals. All base crop production levels are present-day rather 
than projections for 2030. 



 
 

The uncertainty range in the crop yield losses comes from both concentration-response 
function uncertainties and differences between the ECHAM and GISS modeled ozone. For the 
methane measures, these two factors have comparable uncertainties, while for the BC measures 
the model-to-model differences in ozone responses are dominant. We also note that the effects of 
increasing CO2 on ozone-related crop damage (71) have not been included here, but these may 
lessen the impact of future ozone-related crop yield losses and merit further analyses. 
 
 
Health Impacts: 

Surface composition simulated in the two GCMs was used as the basic input to the health 
calculation. We used annual mean modeled surface PM2.5 exposure (excluding dust and sea-salt) 
and the 6-month maximum of the averaged 1-hr daily maximum ozone concentrations. Modeled 
PM2.5 distributions were downscaled to 0.5 x 0.5 degrees using a subgrid parameterization of 
urban/rural differences, while for ozone, we calculated health impacts using ozone at the GCMs’ 
native resolutions, but using population data at 0.5 x 0.5 degrees. We did not apply a sub-grid 
correction for urban titration effects (urban ozone decrement). As BC and OC have short 
lifetimes and their concentrations are driven by primary emissions, their abundances are 
expected to be closely related to population density. Therefore the downscaling for PM2.5 
brought these components of the PM2.5 distributions to 0.5 x 0.5 degrees using a subgrid 
parameterization of urban/rural differences developed at the Joint Research Center. The 
parameterization is based on a population-based re-distribution of the primary PM2.5 
concentration (BC and OC) on a 0.1°x0.1° degree sub-grid, within each GCM surface grid cell. 
Population data at the subgrid resolution are from the Gridded Population of the World Version 3 
(Center for International Earth Science Information Network, Columbia University, 
http://sedac.ciesin.columbia.edu/gpw, 2005). These were used to determine the urban area 
fraction fua and urban population fraction fup within each native grid cell, using a threshold 
population density of 600 persons per square km. We then made the simple assumption that the 
primary rural BC concentration rescales to (1- fup)/(1-fua) x BCGCM and the urban concentration to 
fup/fua x BCGCM, which preserves the larger GCM grid box average. This assumption implies that 
the urban and rural emissions are mixing and diluting at the same rate. In the calculations 
performed here, we impose a minimum value on the rural BC concentration of one-half the GCM 
concentration, and then set a maximum on the urban concentration of 5 times the rural value. The 
0.1 x 0.1 degree population and exposure-weighted results are then aggregated to a 0.5 x 0.5 
degree grid for the health analyses. This same downscaling has been used previously, and shown 
to increase the agreement between the modeled PM2.5 and urban observations in China and North 
America (72). We include PM mortalities due to cardiopulmonary illness and lung cancer 
calculated using relative risk estimates from (73) and ozone mortalities calculated using relative 
risk estimates for respiratory disease from a two-pollutant model (74). The uncertainty range in 
the health calculations comes from both concentration-response function uncertainties and 
differences between the ECHAM and GISS modeled PM2.5 and ozone. Separation of these two 
components indicates that the uncertainty in the concentration-response relationship is dominant, 
with uncertainty in atmospheric processes, as represented by GISS/ECHAM model differences, 
playing a minor role. All are based on 2030 population estimates. 

The health impact calculations follow established epidemiological concentration-response 
functions and are described in detail by Anenberg et al. (in prep.). For PM2.5, we use 
cardiopulmonary and lung cancer relative risk estimates from the American Cancer Society 



 
 

(ACS) Study (75). For a 10 µg/m3 increase in annual average PM2.5, relative risks of death due to 
cardiopulmonary disease and lung cancer are 1.09 (95% confidence interval [CI]: 1.03-1.16) and 
1.14 (95% CI: 1.04-1.23). We multiply these estimates by 1.8, consistent with the mean all-cause 
relative risk estimate from a US Environmental Protection Agency expert elicitation which 
suggests that the ACS study underestimated PM2.5 mortality risk (76). For ozone, we use long-
term relative risk estimates from the two-pollutant model calculated by (74), also based on the 
ACS cohort. For a 10 ppb increase in seasonal (6 month) average 1-hr daily max ozone, relative 
risk of respiratory mortality is 1.04 (95% CI: 1.013-1.067).  Consistent with the ACS cohort, we 
include only the population over 30 years of age, and for the 2030 calculations include projected 
changes in population (amount and distribution) following a conservative B2 scenario (77) 
(global population increases from 6.5 billion in 2006 to 8.4 billion in 2030). The calculations 
also include worldwide variations in underlying baseline mortality, as described in (78). While 
mortality rates are expected to change over the next several decades, projected mortality rates for 
future years are not available, hence current incidence rates were used to estimate 2030 
incidence. 

Uncertainties in mortality calculations include the 95% CI in the concentration-response 
function derived from epidemiological studies and the variation between the two models. 
Assessing the global health impacts of air pollution is subject to a variety of other uncertainties 
that are not easily quantifiable. We do not explore uncertainties in emissions changes due to 
application of emissions control technologies, for example. In the absence of long-term air 
pollution mortality studies in the developing world, we also assume the concentration-response 
relationships found by Jerrett et al. (2009) and Krewski et al. (2009) in the US apply to the rest 
of the world, despite substantial differences in exposure levels, PM2.5 composition, and lifestyle. 
In particular, while the PM2.5 data used to develop the concentration-response relationships in 
Krewski et al. (2009) ranged up to 30 µg/m3, predicted PM2.5 concentrations in the 2030 baseline 
scenario ranged as high as 73 µg/m3 (excluding dust and sea-salt). Some evidence from indoor 
air pollution exposure and cigarette smoking suggests that the concentration-response 
relationship may flatten at high concentrations (79, 80). However, since this relationship is not 
yet well characterized at high concentrations, we extrapolate relative risk estimates linearly from 
low concentrations to high concentrations. If the relationship flattens at high concentrations, 
these results would be overestimates. However, since the model may sometimes underestimate 
concentrations in urban areas in the developing world (72), these biases may offset one another 
to some extent. We also assume that all PM2.5 components and mixtures are equally toxic, 
despite wide variation in air pollution mixtures around the world. Though there is some evidence 
that some mixtures are more toxic than others (e.g. (81, 82)), we do not believe that the current 
available data is adequate to separate health impacts by component. While populations around 
the world vary in age structure, medical care, and exposure patterns, extrapolation of relative risk 
estimates found in the US is supported by general consistency among short-term epidemiology 
studies around the world for both ozone and PM2.5 (83, 84). Since causes of death differ 
dramatically around the world, we calculate cause-specific mortality, which may be more 
comparable around the world than all-cause mortality. 
 Benefits to public health from improved indoor air quality have been estimated for India 
and China only, due to data limitations (see main text). Reducing emissions of BC and CO from 
biomass combustion will result in reductions in exposure to those combustion products indoors, 
with attendant health benefits. We have taken data from the Global Burden of Disease report of 
2004 for the burden of solid fuel use in the domestic sector in those countries in 2000 (85). This 



 
 

report provides a summary of the health effects and the dose-response relation. Work by IIASA 
for the new Global Burden of Disease report contains estimates of exposure for 2030 under the 
reference scenario, and under the alternative scenario. From these, we can estimate the difference 
in health burden. These are again presented as deaths per year avoided by the strategy, and years 
of life lost. Again, we have held mortality rates constant in our analysis, which may be 
conservative. Using this methodology, we estimate 220,000 deaths could be avoided each year in 
India due to reduced indoor air pollution if all BC measures were implemented. In China, we 
would see a reduction of 153,000 deaths per year. 

 
 

Economic Valuations: 

Valuation of climate benefits of methane emissions reductions is based on converting those 
into CO2-equivalent using GWP100 and then multiplying by the SCC. Values in Table 2 include 
uncertainties based on the fractional uncertainty in the climate response. The influence of 
alternative SCC values or metrics is discussed in the text. All values are 2006 $US. Valuation of 
the climate benefit for the BC measures are based on the climate benefits for the methane 
measures times the relative climate impact of the BC measures in order to account for the various 
factors affecting climate that do not have values of metrics such as GWP (e.g. aerosol indirect 
effects). 

As noted in the main text, a GWP-based valuation neglects differences in the regional 
effects of these pollutants on temperatures, precipitation and sunlight available for 
photosynthesis relative to CO2. As Figure 2 in the main text shows, regional effects can be quite 
distinct in the case of the BC measures. Additionally, the SCC includes some CO2-specific 
factors such as fertilization of ecosystems which would not be present with forcing from methane 
or other short-lived species. As damages are often though to scale as a power of temperature 
change, there may also be somewhat less valuation of near-term changes than of later changes in 
a warmer future world and the climate valuation would grow more sharply with time for short-
lived species than for CO2. Further work is clearly needed to better define appropriate techniques 
for valuation of non-CO2 climate impacts.  

Valuation of premature mortalities is based on the value of a statistical life (VSL) approach 
(86, 87). The relationship between mortality risks and willingness-to-pay (WTP) is used to 
determine the VSL, which is an expression of the value that people affix to small changes in 
mortality risks in monetary terms. We employ the United States Environmental Protection 
Agency’s (USEPA) preferred VSL of $9,500,000 for 2030.  This value represents the mean of 26 
peer-reviewed studies (88), inflated to 2030 based on projected income growth. 

Our first approach applies the USEPA value uniformly across all countries, so that mortality 
risks are valued equally worldwide. While ethically appealing, the VSL is based on society’s 
WTP for mortality risk reduction and WTP is a function of income. Hence, it is likely that WTP 
will vary by country. This motivates the second approach in which the USEPA VSL is adjusted. 
We employ the USEPA’s elasticity of 0.40 between income and WTP to estimate country-
specific VSLs based on the relationship between country-specific income per capita and that in 
the U.S (88) using income data reported by the World Bank (89). In order to compute the VSL in 
a particular country that lacks a credible VSL estimate (VSL1), the VSL in a country in which 
there is a reported VSL estimate (VSL2), is multiplied by the ratio of per capita incomes 
(Income1/Income2) raised to the power of the selected income elasticity (0.40, in this case): VSL1 
= VSL2 * (Income1/Income2)0.40. The income elasticity applied in this analysis (0.40) reflects that 



 
 

used by USEPA in analyses that require adjustments of estimated VSLs to projected changes in 
personal income. Although USEPA applies this value only to future growth in the aggregate 
GDP, we apply it here to adjust VSL from the US to other countries. This approach was applied 
to estimate a country-specific VSL for each of the approximately 210 countries encompassed in 
the analysis. Note that the approach assuming that the VSL is equal across all countries in effect 
sets the elasticity to zero. Valuations in the main text are presented using country-specific VSLs. 
Valuation using uniform VSL is presented in the UNEP/WMO Assessment (1). 

Valuation of crop yield changes uses year 2000 global market prices from the Food and 
Agriculture Organization (faostat.fao.org), which clearly does not account for benefits such as 
those to subsistence farmers or to national food security. Valuation for other effects of air 
quality, such as changes in forestry yields, tourism or depreciation of man-made materials, is not 
included. 

Mitigation cost estimates in the main text are given from analyses by the IEA and with the 
GAINS model. The latter has been used recently for evaluation of the European Union effort-
sharing decision (90, 91).  

 
 

Regional and National level results for individual crops: 

The analysis shown in the main text summed the change in wheat, rice, maize and 
soybeans. Impacts of the measures were also analyzed for individual crops (Figure S6). 

For wheat, the greatest benefits are in India and China, followed by Pakistan, but there are 
also large benefits in northern countries including the US, France, Russia, Italy, Germany and the 
UK. Large gains in tonnage of wheat yield are also seen in the Middle East, especially in Turkey 
and Iran. Looking instead at the percentage change in wheat yield, improvements are greatest in 
countries of the Middle East and South Asia. A variety of other countries show large percentage 
improvements, including nations in Southern Europe, China, Japan, and Mexico. The northern 
European countries and the US, noted above as having large gains in tonnage of wheat, do not 
stand out in percentage, however. 

Turning to rice, the total tonnage gains are heavily dominated by improvements in India and 
China. In percentage terms, however, countries in the Middle East and both Central and South 
Asia show the greatest gains. Several countries in East Asia, including China, Japan and the 
Koreas also show large improvements. For rice, large benefits are also seen in several Western 
Hemisphere countries, including the US and several central American nations. 

Examining changes in tonnage of maize, China shows the largest gains, but India is much 
further down the list. Instead, the United States is second, Mexico third, and several countries in 
South Asia, the Middle East, Europe and Brazil make up the next group. In percentage terms, 
again the yield gains are greatest in South Asian and Middle Eastern countries. For soybeans, the 
rankings are quite different in terms of tonnage, with the largest increases in the USA, China, 
Brazil, Argentina, and India (in that order). In percentage, however, the gains are again greatest 
in South Asia and the Middle East. 

Although all the crop yield changes are based on the same modeled ozone response to the 
measures, the relative impact in different countries varies from crop to crop. This is true even for 
wheat and rice, which use the same ozone metric in the concentration-response relationship 
(M7). For example, the gain in yield in Pakistan compared to the US is 2.7x larger for wheat, but 
only 1.4x larger for rice. Similarly, the yield gain in Iran is 1.5x large in Iran than in Pakistan for 



 
 

wheat, but 3.1x larger for rice. This highlights how the yield gains are sensitive to the ozone 
concentration change in the part of the country where each particular crop is grown. 

We can also separate the effects of the methane measures, which affect background ozone 
worldwide, from the more localized BC measures. The methane measures are responsible for 
approximately half (49-57%) of the wheat yield improvements in China, India, Nepal and 
Pakistan. In these countries, yield improvements in other crops tend to result more from the BC 
measures, with anywhere from 25% to 58% of the gains attributable to the methane measures 
(32-39% in China). Similarly, the methane measures contribute a bit less than half (41-45%) the 
large gains in soybean yields in Brazil and Argentina and in maize in Mexico. In the US, distant 
from where the emissions reductions take place, the methane measures account for the bulk (60-
76%) of the crop yield benefits (values are similar for Europe, e.g. 65-76% of benefits in France, 
Italy, Germany and the UK). 

 
 

 

Figure S1. The chain of calculations used in the identification of measures and analysis of their 
impacts. BC and methane emission control measures are imposed over 2010 to 2030. 
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Figure S2. Emission reductions in 2030 from the three sets of measures compared to the 
reference scenarios. Group 1 are the BC ‘Tech’ measures, Group 2 are the BC ‘Reg’ measures, 
and MFR are the emission reductions from application of all ~400 measures. The methane 
emissions changes for the methane measures are 139 Tg yr-1. For the ‘Tech’ and ‘Reg’ measures, 
respectively, changes by emitted species are: BC 2.21 and 4.04 Tg C yr-1, OC 7.91 and 10.4 Tg C 
yr-1, CH4 145 and 150 Tg yr-1, SO2 0.89 and 0.89 Tg SO2 yr-1, NOx 7.37 and 8.92 Tg N yr-1, CO 
197 and 305 Tg yr-1, and CO2 19 and 19 Tg CO2 yr-1. 
 



 
 

 
Figure S3. Projected global mean temperature changes for the reference scenario and for the 
reference plus measures to limit methane and BC emissions immediately or delayed by 20 years. 
Values calculated using the analytic temperature change estimate methodology. 
 
 



 
 

 
Figure S4. Total present-day atmospheric forcing (TOA minus surface; W/m2) in the ECHAM 
model (top left), the GISS model (center left), and the semi-empirical estimate of (42) (lower 
left), and the changes resulting from the implementation of all measures (right column). 



 
 

 

Figure S5. Benefits of CH4 and BC measures in reduced temperature change (top; °C), reduced 
atmospheric forcing (2nd row; W/m2), for human health (3rd row; annually avoided premature 
deaths per 100,000 persons over age 30), and agriculture (bottom; annual percentage crop yield 



 
 

increase, sum of wheat, rice, maize and soy) as in Figure 4. Interactive versions providing values 
for each country are at http://www.giss.nasa.gov/staff/dshindell/Sci2012/. 



 
 

 



 
 

Figure S6. Country and crop specific yield impacts for 2030 for all measures versus the reference 
scenario. Values are shown for avoided crop yield losses (in tons on left, in percent on right) for 
wheat (1st row), rice (2nd row), maize (3rd row) and soy (4th row). Impacts are based on the 
GISS/ECHAM average concentration response, with uncertainties as in the main text. Interactive 
versions providing values for each country are available at 
http://www.giss.nasa.gov/staff/dshindell/Sci2012/ 

 



 
 

Table S1. Methane and BC measures identified as mitigating climate change and improving air 
quality which have a large emission reduction potential1.  

Measure Sector 

CH4 measures 
Extended pre-mine degasification and recovery and oxidation of CH4 
from ventilation air from coal mines 

Extraction and 
transport of fossil 
fuels 
 
 

Extended recovery and utilization, rather than venting, of associated 
gas and improved control of unintended fugitive emissions from the 
production of oil and natural gas 
Reduced gas leakage from long-distance transmission pipelines 
Separation and treatment of biodegradable municipal waste through 
recycling, composting and anaerobic digestion as well as landfill gas 
collection with combustion/utilization 

Waste management 
 

Upgrading primary wastewater treatment to secondary/tertiary 
treatment with gas recovery and overflow control 
Control of CH4 emissions from livestock, mainly through farm-scale 
anaerobic digestion of manure from cattle and pigs 

Agriculture 

Intermittent aeration of continuously flooded rice paddies 
BC ‘Tech’ measures4 (affecting BC and other co-emitted compounds) 

Diesel particle filters for road and off-road vehicles as part of a move to 
worldwide adoption of Euro 6/VI standards 

Transport 

Introduction of clean-burning biomass stoves for cooking and heating 
in developing countries2, 3  

Residential 

Replacing traditional brick kilns with vertical shaft and Hoffman kilns  Industry 
Replacing traditional coke ovens with modern recovery ovens, 
including the improvement of end-of-pipe abatement measures in 
developing countries 

BC ‘Reg’ measures4 (affecting BC and other co-emitted compounds) 
Elimination of high-emitting vehicles in road and off-road transport  Transport 
Ban on open burning of agricultural waste2  Agriculture 
Substitution of clean-burning cookstoves using modern fuels (LPG or 
biogas) for traditional biomass cook stoves in developing countries2, 3  

Residential  

1There are other measures than those identified that could be implemented. For example, a 
switch to electric vehicles would have a similar impact to diesel particulate filters but these have 
not been widely implemented yet; also forest fire controls could be important but are not 
included due to the difficulty in establishing the proportion of fires that are anthropogenic 
2motivated in part by its effect on health and regional climate including areas of ice and snow 
3For cook stoves, given their importance for BC emissions, two alternative measures are 
included 
4The BC measures are grouped into those that are primarily technological (Tech) and those that 
are primarily regulatory (Reg) 
 



 
 

Table S2. Average ratio of model to retrieved AERONET (AER) and Ozone Monitoring 
Instrument (OMI) clear-sky Aerosol Absorption Optical Depth at 550 nm within regions for the 
average of 14 AeroCom models and the two models used in the current study. 
 AeroCom GISS 

(2009) 
MPIHAM 
(2009) 
[ECHAM] 

GISS (this 
study) 

ECHAM-
HAMMOZ 
(this study) 

AER, N Am #44 0.86 1.0 0.39 0.67 0.46 
AER, Eur #41 0.81 0.83 0.21 0.67 0.28 
AER, E Asia #11 0.67 0.49 0.29 0.50 0.31 
AER, S Am #7 0.68 0.59 0.43 0.55 0.53 
AER, SH Afr #5 0.53 0.35 0.35 0.39 0.61 
AER, S/SE Asia #4 NA NA NA 0.43 0.47 
AER, NH Afr #15 NA NA NA 1.22 0.45 
OMI, N Am 0.52 0.73 0.21 0.70 0.49 
OMI, Eur 1.6 1.4 0.29 0.91 0.41 
OMI, E Asia 0.71 0.74 0.32 0.85 0.34 
OMI, S Am 0.35 0.29 0.22 0.45 0.48 
OMI, SH Afr 0.47 0.40 0.35 0.92 1.25 
OMI, S/SE Asia NA NA NA 0.85 1.07 
OMI, NH Afr NA NA NA 1.06 0.69 
Number of measurement sites is given for AERONET, a network of ground-based aerosol lidars. 
Regions defined as NAm (130W to 70W; 20N to 55N), Europe (15W to 45E; 30N to 70N), E 
Asia (100E to 160E; 30N to 70N), SAm (85W to 40W; 34S to 2S), SH Afr (20W to 45E; 34S to 
2S), S/SE Asia (60E to 110E; 10N to 30N), NH Afr (20W to 60E; 0 to 30N). AeroCom results 
and results from older versions of the two models used here (marked 2009) are from (18). The 
AERONET data are for 1996–2006, v2 level 2, and annual averages for each year were used if 
>8 months were present, and monthly averages for >10 days of measurements. The values at 550 
nm were determined using the 0.44 and 0.87 μm Angstrom parameters. Data from the OMI 
instrument on the NASA Aura satellite is based on OMAERUVd.003 daily products from 2005–
2007 that were obtained through and averaged using NASA’s GIOVANNI system. 

 



 
 

Table S3. Derivation of forcing values used in the temperature response calculations.  
 Average forcing 

from GISS and 
ECHAM models 

Forcing as a 
percentage of 
total 
anthropogenic 
forcing  

Assessment range 
for anthropogenic 
forcing from 
literature 

Resulting forcing 
used in 
temperature 
response 
calculation 

CH4 measures O3: -.10 
 
CH4: -.21 
 
BC direct: .00 
 
BC semi-direct 
+indirect: .00 
 
BC dep: N/A 
 
OC: .00 
 
SO4: -.02 
 
SO4 indirect: -.02 
 
NO3: .00 

-37% 
 
-44% 
 
0% 
 
N/A 
 
 
0% 
 
0% 
 
7% 
 
7% 
 
0% 

O3: .35  
(.25 to .45) 
CH4: .48 
(.43 to .53) 
BC direct: .45 
(.30 to .60) 
BC semi-direct 
+indirect: .00 
(-.40 to .40) 
BC dep: .15 
(.05 to .25) 
OC: -.20 
(-.09 to -.31) 
SO4: -.29 
(-.10 to -.48) 
SO4 indirect: -.29 
(-.10 to -.48) 
NO3: -.10 
(-.03 to -.17) 

O3: -.13  
(-.09 to -.17) 
CH4: -.21 
(-.19 to -.23) 
BC direct: .00 
(.00 to .00) 
BC semi-direct 
+indirect: .00 
(.00 to .00) 
BC dep: .00 
(.00 to .00) 
OC: .00 
(.00 to .00) 
SO4: -.02 
(-.01 to -.03) 
SO4 indirect: -.02 
(-.01 to -.03) 
NO3: .00 
(.00 to .00) 
Sum: -.38 
(-.30 to -.46)  

CH4 + BC 
‘Tech’ 
measures 

O3: -.14 
 
CH4: -.21 
 
BC direct: -.10 
 
BC semi-direct 
+indirect: .00 
 
BC dep: N/A 
 
OC: .06 
 
SO4: -.02 
 
SO4 indirect: -.02 
 
NO3: .01 

-52% 
 
-44% 
 
-31% 
 
N/A 
 
 
-38% 
 
-63% 
 
7% 
 
7% 
 
-10% 

 O3: -.18 
(-.13 to -.23) 
CH4: -.21 
(-.19 to -.23) 
BC direct: -.14 
(-.09 to -.19) 
BC semi-direct 
+indirect: .00 
(-.13 to .13) 
BC dep: -.06 
(-.02 to -.10) 
OC: .13 
(.06 to .20) 
SO4: -.02 
(-.01 to -.03) 
SO4 indirect: -.02 
(-.01 to -.03) 
NO3: .01 
(.00 to .02) 



 
 

Sum: -.49 
(-.32 to -.66)  

CH4 + All BC 
measures 

O3: -.15 
 
CH4: -.19 
 
BC direct: -.21 
 
BC semi-direct 
+indirect: .00 
 
BC dep: N/A 
 
OC: .07 
 
SO4: -.02 
 
SO4 indirect: -.02 
 
NO3: .01 

-56% 
 
-40% 
 
-66% 
 
N/A 
 
 
-66% 
 
-74% 
 
7% 
 
7% 
 
10% 

 O3: -.20 
(-.14 to -.25) 
CH4: -.19 
(-.17 to -.21) 
BC direct: -.30 
(-.20 to -.40) 
BC semi-direct 
+indirect: .00 
(-.26 to .26)  
BC dep: -.10 
(-.03 to -.17) 
OC: .15 
(.07 to .23) 
SO4: -.02 
(-.01 to -.03) 
SO4 indirect: -.02 
(-.01 to -.03) 
NO3: .01 
(.00 to .02) 
Sum: -.67 
(-.23 to -1.10)  

Notes: Radiative forcing due to BC deposition (called BC dep) was not calculated, rather BC 
deposition itself was used to derive the fractional change, which was multiplied by the assessed 
value of the effective forcing from BC deposition. The ECHAM model has more realistic 
internally mixed aerosols, so components are not separable, hence the relative contribution to 
aerosol forcing from individual species is based on the GISS model. The assessment range for 
anthropogenic forcing is not repeated for each measure as it is independent of measure. 
 
 
 
 
 
Table S4. Regional response coefficients (C per W/m2 local forcing) 
Forcing 
region (x) 

SHext Tropics NHml Arctic Global 

Response 
region (a) 

     

SHext 0.19 0.05 0.02 0.00 0.39 
Tropics 0.09 0.24 0.10 0.02 0.47 
NHml 0.07 0.17 0.24 0.06 0.53 
Arctic 0.06 0.16 0.17 0.31 0.64 
Regional responses per unit forcing are the mean of responses to CO2 and sulfate taken from 
Figure 1 of (55). 

 



 
 

Table S5. Numerical values for the 10 top countries for each impact presented in Figure 4. 

Avoided surface temperature increase 
~2050 (C) 

Decrease in atmospheric forcing (W/m^2) 

Country Response Country Response 
Botswana 1.18 Bangladesh 10.6 
Tajikistan 1.17 India 8.3 
Kyrgyzstan 1.12 Bhutan 5.5 
Russia 1.11 Nepal 5.3 
Morocco 1.02 Togo 5.2 
Algeria 1.01 Benin 5.1 
Zimbabwe 1.00 Nigeria 4.8 
Bulgaria 0.99 Ghana 4.7 
Swaziland 0.96 Myanmar 4.7 
Estonia 0.96 Rwanda 4.6 

 

Annually avoided premature deaths Annually avoided premature deaths per 
100,000 people 

Country Response Country Response 
India 813566 Bangladesh 232 
China 683592 Nepal 156 
Bangladesh 159038 India 152 
Pakistan 90593 Pakistan 137 
Indonesia 89085 Uganda 125 
Nigeria 69356 Nigeria 116 
Viet Nam 58696 Viet Nam 114 
Russia 39215 Rwanda 113 
Ethiopia 24784 Bhutan 103 
Nepal 24038 Congo 95 

 

Annual tonnage crop production increase 
(white+rice+maize+soy) 

Annual percentage crop yield increase 
(wheat+rice+maize+soy) 

Country Response Country Response 
China 15744000 Kuwait 8.0% 
India 9775250 Iran 6.6% 
United States 6305319 Jordan 6.5% 
Pakistan 2134840 Israel 5.8% 
Brazil 1640395 Pakistan 5.6% 
Mexico 1135236 Armenia 4.8% 
France 1123970 Lebanon 4.7% 
Turkey 1043475 Malta 4.2% 
Iran 1022335 Kyrgyzstan 4.2% 
Egypt 948971 Mexico 4.1% 
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